IIr
CISCO

Distance Vector Routing

Protocols

Routing Protocols and Concepts — Chapter 4

Modified by Tony Chen
02/01/2008

Cisco | Networking Academy®
Mind Wide Open”



%\ Cisco Networking Academy’
\ gAcademy’

Notes:

A If you see any mistake on my PowerPoint slides or if
ou have any questions about the materials, please
eel free to email me at .

Thanks!

Tony Chen
College of DuPage
Cisco Networking Academy


mailto:chento@cod.edu

CISCO. - F B 3 Ciscé Networkin ademy’
| , 2 : \ w y.

Objectives
A ldentify the characteristics of distance vector routing protocols.

A  Describe the network discovery process of distance vector
routing protocols using Routing Information Protocol (RIP).

A Describe the processes to maintain accurate routing tables used
by distance vector routing protocols.

A ldentify the conditions leading to a routing loop and explain the
implications for router performance.

A Recognize that distance vector routing protocols are in use today

Interior Gateway Protocols Exterior Gateway

Protocols
Distance Vector Rouling Link State Routing
Path Vector
Protocols Protocols
Classful RIP IGRP | EGP l
Classless RIPv2 EIGRP QSPFv2 IS-15 ‘ BGPv4

IPvE RIPng EIGRP for OSPFv3 1S-1S for
IPvE IPvE

Highlighted routing protocols are the focus of this course.
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Distance Vector Routing Protocols

A Dynamic routing protocols help the network administrator overcome the time-
consuming and exacting process of configuring and maintaining static routes.

A Examples of Distance Vector routing protocols:

ARouting Information Protocol (RIP)
—RFC 1058.
—Hop count is used as the metric for path selection.

—If the lr<1op count for a network is greater than 15, RIP cannot supply a route to that
network.

—Routing updates are broadcast or multicast every 30 seconds, by default.

Alnterior Gateway Routing Protocol (IGRP)
—proprietary protocol developed by Cisco.
—Bandwidth, delay, load and reliability are used to create a composite metric.
—Routing updates are broadcast every 90 seconds, by default.
—IGRP is the predecessor of EIGRP and is nhow obsolete.

AEnhanced Interior Gateway Routing Protocol (EIGRP)
—Cisco proprietary distance vector routing protocol.
—It can perform unequal cost load balancing.
—It uses Diffusing Update Algorithm (DUAL) to calculate the shortest path.

—There are no periodic updates as with RIP and IGRP. Routing updates are sent only
when there is a change in the topology.
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Distance Vector Routing Protocols

AThe Meaning of Distance Vector:
—A router using distance vector routing protocols knows 2 things:

ADistance to final destination
AThe distance or how far it is to the destination network

AVector, or direction, traffic should be directed
AThe direction or interface in which packets should be forwarded

The Meaning of Distance Vector 172.16.3.0/24
Distance = How Far

For example, in the figure,
R1 knows that the distance ﬁ S0/0/0 Zz ﬁ_{

to reach network S
172.16.3.0/24 is 1 hop and Vector = Direcion
that the direction is out the For R1, 172.16.3.0/24 is one hop away (distance).

Interface S0/0/0 toward R2. It can be reached through R2 (vector).




S
atfran]n, - _
CISCO. \

J.

Distance Vector'uting Protocols

A Characteristics of Distance Vector routing protocols:

A Periodic updates

-Periodic Updates sent at regular intervals (30 seconds for
RIP). Even if the topology has not changed in several days, 3 ra ¥

A Neighbors

AThe router is only aware of the network addresses of its
own interfaces and the remote network addresses it can
reach through its neighbors. U =

Alt has no broader knowledge of the network topology

A Broadcast updates
ABroadcast Updates are sent to 255.255.255.255.

ASome distance vector routing protocols use multicast
addresses instead of broadcast addresses.

A Entire routing table is included with routing update

AEntire Routing Table Updates are sent, with some
exceptions to be discussed later, periodically to all
neighbors.

ANeighbors receiving these updates must process the entire
update to find pertinent information and discard the rest.

ASome distance vector routing protocols like EIGRP do not
send periodic routing table updates.
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Distance Vector Routing Protocols

ARouting Protocol Algorithm:

—The algorithm is used to calculate the best paths and then send
that information to the neighbors.

—Different routing protocols use different algorithms to install routes
In the routing table, send updates to neighbors, and make path
determination decisions.

Purpose of Routing Algorithms

1. Send and Receive Updates

2. Calculate best path; install routes
3. Detect and react to topology changes

172.16.1.0/24 172.16.2 0/24 172.16.3.024
S0/0/0
‘ Fa0/0 ﬁ —7 S0/0/0 ﬁ_{
Metwork Interface Hop Metwork Interface Hop
172.16.1.0/24 Fa0/D 0 172.16.2.0/24 S0/0/0 0
172.16.2.0/24 S0/0/0 0 172.16.3.0/24 Fa0/0 0
172.16.3.0/24 S0/0/0 1 172.18.1.0/24 S0/0/0 !
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Distance Vector Routing Protocols

Routing Protocol Characteristics
—Criteria used to compare routing protocols includes

ATime to convergence

ATime to convergence defines how quickly the routers in the network topology share
routing information and reach a state of consistent knowledge.

AThe faster the convergence, the more preferable the protocol.
AScalability

QSC?Iabgity defines how large a network can become based on the routing protocol that is
eployed.

AThe larger the network is, the more scalable the routing protocol needs to be.

AResource usage

AResource usage includes the r_ecwire_r_nen_ts of a routing protocol such as memory space,
CPU utilization, and link bandwidth utilization.

AHigher resource requirements necessitate more powerful hardware to support the routing
protocol operation

AClassless (Use of VLSM) or Classful

AClassless routing protocols include the subnet mask in the updates.

AThis feature supports the use of Variable Length Subnet Masking (VLSM) and better route
summarization.

Amplementation & maintenance

Amplementation and maintenance describes the level of knowledge that is required for a
network administrator to implement and maintain the network based on the routing protocol
deployed.
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Distance Vector'cr)utinq Protocols

Advantages & Disadwvantages of Distance VYector Routing Protocols

Advantages: Disadvantages:

Simple implememtation and maimtenance. The Slow convergence. The use of periodic

level of knowledoe required to deploy and later updates can cause slower convergence. Even if

maintain a netwoark with distance vectar protocal some advanced technigques are used, like

is not high. tricgered updates which are discussed later,
the overall convergence is still slower caompared
to link state routing protocols.

g‘ademy‘

Low resource requiremems. Distance vectar
protocols typically do not need large amounts of
memaory to store the information. MNor do they
require a powerful CPL. Depending of the
network size and the IF addressing
implemented they also typically do not regquire a
high level of link bandwidth to =end routing
updates. Howewer, this can become an issue if
yvou deploy a distance wectar protocal in a large
network.

Limited scalability. Slow convergence may limit
the size of the netwaork because larger networks
regquire more tirme to propagate routing
information.

Houting loops. Routing loops can occur when
inconsistent rauting tables are not updated due
to slow convergence in a changing network.

Speed of Convergence Slhawy Slowy Sl Fast Fast Fast
Scalability - Size of Network Smll Small Small Large Large Large
se of VLSM i1a] Yes Mo Yes Yes Yes
Resource Usage Lo Liowa Lo heclivinn High High
Implementation and Maintenance Simple Simple Simple Conplex Coanplex Canmplex




CISCO. 3 - F N 3 Ciscé Networkin ademy’
N1 , _a \ g-“ y.

Network Discovery ‘Cold Starts‘

ARouter initial start up (Cold Starts)

When a router cold starts or powers up, it knows nothing about the
network topology. It does not even know that there are devices on
the other end of its links. The only information that a router has is
from its own saved configuration file stored in NVRAM.

-Initial network discovery

ADirectly connected networks are initially placed in
routing table

Network Discovery - Cold Start

10.1.0.0 10.2.0.0 10.3.0.0 10.4.0.0

FadO S0000 - % Lﬁ—

\ Rﬂ 00 S0/0M1 Kﬂ BLLEN Fald/O

L F.ourting Table ] L Fouting Table F ] ‘L Rowuting Table I
10.1.0.0 Fa0 0 10.2.0.0 S0/000 0 10.3.0.0 S00M1 L
10.2.0.0 S0/00 0 10.53.0.0 S0/0M1 0 10.4.0.0 Fal /O 0
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NetWO rk DISCOvery ‘ Inltlal EXChange \ Netwiork Discovery - Cold Start
A Initial Exchange of Routing Information 0] o, 1200 [ (0

—If a routing protocol is configured then 0| SR st T K e | A R
*Routers will exchange routing information
«Initially, these updates only include information

about their directly connected networks.
. . l Routing Table Routing Table l Routing Table
A Routing updates received from other routers T Tl [om o v Voot
—Router checks update for new information 10200 | 5000 | 0 10300 | 5001 | 0 10400 | Fao | 0
*If there is new information:
—Metric is u pd ated Network Discovery - Iital Exchange

—New information is stored in routing table

A After this first round of update exchanges, each | i :
router knows about the connected networks of their ™ Q0 s 001 0D

directly connected neighbors.

A However, did you notice that R1 does not yet know
about 10.4.0.0 and that R3 does not yet know about

10 1. O O’) Ratting Tabla Rotting Tabla Ratting Table
~Full knowledge and a converged network will not take |22 ™0 [0 | R0 [0 |0 N | B0 [T | 0
place until there is another exchange of routing 10200 | S000 | 0 10300 || oo | 0 10400 | Fa0t | 0
Information. 10300 || so00 | 1 10400 | So0 | A 10200 || s001 | 1

10100 | S000 | 1

Routers update routing tables with new information
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Network Discovery [Next Update
A Next Update of Routing Information oDy WBle

—At this point the routers have knowledge about
their own directly connected networks and
about the connected networks of their
Immediate neighbors. g T g e Rty T
—Continuing the journey toward convergence, w200 [ sowo | o X w300 | so [0 >( o400 | raow [ 0
the routers exchange the next round of periodic === \me=o L2

z 3
S0/00 S0 S0 Fa00

10.1.0.0 || 000 | 1

Updates. EaCh router agaln CheCkS the upda‘tes Routers update routing tables with new information
for new information. 1
A Routing updates received from other routers .. N
—Router checks update for new information \ﬁ 4 " /
0 0 0
10.1.0.0 10.2.0.0 10.3.0.0 10.4.0.0

E

<

°|f there Is new Information:

.. Fab0
—Metric is updated
. . . ) . Rot*inu Table Ro*tinu Table Rm!linu Table
—New information is stored in routlng 0100 || fa00 | o 10200 | soo [ o 0300 | soot | o
table 10200 || S000 | 0 10300/ | so01 | 0 10400] | Fabo | 0
10300} | S000 | 1 10400 | s001 | 1 10200 | s001 | 1
10400 | soon | 2 / 10100 | so00 | 1 > 10100 | soon | 2
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Network Discovery

ADistance vector routing protocols

typically implement a technique
known as split horizon.

—Split horizon prevents information
from being sent out the same
Interface from which it was
received.

—For example, R2 would not send
an update out Serial 0/0/0
containing the network 10.1.0.0
because R2 |learned about that
network through Serial 0/0/0.

) Cisco N

| Split horizon

Network Discovery - Initial Exchange

10.1.0.0 10.2.0.0 10.3.0.0 10.4.0.0

z 3
S0/00 S0 S0 Fa00

Routing Table Routing Table Routing Table
10.1.0.0 Fa0i0 0 10.2.0.0 S000 | 0 10.3.0.0 s0/01 0
10.2.0.0 | S000 | 0 10.3.00 || S00M | 0 x 104.00 || Fadid | 0
10.3.0.0 | S000 | 1 10400 | s001 | 1 10,200 || S001 | 1

10.1.0.0 $0/0/0 1

Routers update routing tables with new information

1

10.400 1 Network Discover - Next Update 10.100 1

)
S0010 S001 Fab

Rot*inu Table Ro*tinu Table Rm!linu Table
0100 || fa00 | o 10200 | soo [ o 0300 | soot | o
10200 || S000 | 0 10300/ | so01 | 0 10400] | Fabo | 0
10300} | S000 | 1 10400 | s001 | 1 10200 | s001 | 1
10400 | s000 | 2 / 10400 | s000 | 1 > 10400 | soon | 2
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Network Discovery
AExchange of Routing Information

—~Router convergence is reached when

All routing tables in the network contain the same network
Information,

*[Tony]: The above statement is trying to tell you, the routing tables
contains the same network information, BUT, each router has it's own

variation of the routing table.
—Routers continue to exchange routing information

Next Update

-If no new information is found then Convergence is

re aC h e d 10.4.0.0 1 Metwork Discover - Mext Update 10.1.0.0 1
\**f:} o *‘*ﬁ/
10.1.0.0 N 10.2.0.0 5 / 10.3.0.0 k} 10.4.0.0
. = k ¢
Fal)"(l Vs l 3
! S0/0/0 S04 SO0 Fa0/0
Rm*ing Table Ro*iing Table Ron’ting Table

10.3.0.0 j' S0/0/1
10.4.0.0 | | Fao0
101.2.0.01’r S0/0/1

10.2.0.0, S0/0/0
10.3.0.0 | soion

/ 10.4.0.0’} S0/0/1
41 10.1.0.0 S0/0/0

-
e
g
e
[}
=
h
=]
S
=]
[ I - -

M |=|= |2

-l |22

—>  10.1.0.0 S0001
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Network Dlscovery and convergence

A The amount of time it takes for a network to converge is
directly proportional to the size of that network.

A Convergence must be reached before a network is considered
completely operable

A Speed of achieving convergence consists of 2 interdependent
categories

—How quickly the routers propagate a change in the topology in a
routing update to its neighbors

—The speed of calculating best path routes using the new routlng

information collected g = =
For example: It takes five rounds P /31‘_‘,/ N e
of periodic update intervals T \“F\/T l— ;;vfﬁ_ - =
before most of the branch A = = T
routers in Regions 1, 2, and 3 =7 1 = :g?vj(; g
learn about the new routes “?._/I\- £ /Cf - ‘;'sv\*’i AN
advertised by B2-R4. - _ = - o™
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Routing Table Maintenance

APeriodic Updates: RIPv1 & RIPv2

—These are time intervals in which a router sends out its entire routing
table.
‘RIPVv1: updates are sent every 30 seconds as a broadcast
(255.255.255.255) whether or not there has been a topology
change

‘RIPVv2: updates are sent every 30 seconds as a multicast
(224.0.0.9) whether or not there has been a topology change

Periodic Updates

10.3.0.0 10.4.0.0

10.1.0.0 10.2.0.0

S000 S0/0M1 Fao/xn

- [ >~ e ~— Pt

Rowuting Table Rowuting Table Rowuting Table
10.1.0.0 FalO (1] 10.2.0.0 S000 (1] 10.3.0.0 S00M1 (1]
10.2.0.0 S000 1] 10.3.0.0 S00M1 1] 10.4.0.0 Fa/n:0 1]
10.3.0.0 S0000 1 10.4.0.0 S00M1 1 10.2.0.0 S00M1 1
10.4.0.0 S000 2 10.1.0.0 S000 1 10.1.0.0 S00M1 2




%\ Cisco NetWOfiZih ademy’
\ gAcademy’

Routing Table Maintenance

APeriodic Updates: distance vector protocols
employ periodic updates to exchange routing
Information with their neighbors and to maintain up-
to-date routing information in the routing table.

—Failure of a link

Periodic Updates

—Introduction of a new link

—Failure of a router
—Change of link parameters

Routing Table Routing Table Routing Table
10.1.0.0 Fa0io 0 10.2.0.0 sS0/00 0 10.3.0.0 S0/01 0
10.2.0.0 S0/0/0 0 10.3.0.0 S0/01 0 10.4.0.0 Fal0/o 0
10.3.0.0 S00/0 1 10.4.0.0 s0i01 1 10.2.0.0 S0/01 1
10.4.0.0 S0/0/0 2 10.1.0.0 501000 1 10.1.0.0 S0/01 2
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Routing Table Maintenance

A RIP uses 4 timers

—Update timer
* interval is a route sends an update

—Invalid timer

°If an update has not been received after 180
seconds (the default), the route is marked as
invalid by setting the metric to 16.

*The route is retained in the routing table until
the flush timer expires.

—Holddown timer

*This timer stabilizes routing information and
helps prevent routing loops during periods
when the topology is converging on new
information.

By default, the holddown timer is set for 180
seconds.

—Flush timer

By default, the flush timer is set for 240
seconds, which is 60 seconds longer than the
invalid timer.

‘When the flush timer expires, the route is
removed from the routing table.

Verifying Timers
172.16.1.0/24

172.16.3.0124

5010M1
PC1 R1 R3

Rli{show ip route
Codes: C - coonected, S - static, I - IGRP, R - RIP, M - mobile, B - EBGF
I - EIGRF, EX - EIGRF external, O - 0O3FF, IA - OSFF inter area
W1l - OSEF H55A externzl type 1, HZ - OSFF HSE3 externzl type 2
El - OSPF external typs 1, E2Z - OSPF sxternzl type 2, E - EGF
i - IS-I5, L1 - I5-I3 level-l, 1LZ - IS-I5 lewel-2, iz - I5-IS inter ares
* - pandidate default, U - per-user static route, o - ODR
P - pericdic downloaded static route

Gateway of last resort iz not seb

172.16.0.0/24 is subnetted, 3 subnets

172.16.1.0 [120/1] wia 172.16.2.2, 00:00:18, Seriall/0/0

172.16.2.0 is directly connected, Zerial(/0/0

172.16.3.0 ia directly connected, FastEthernetd/0
192, 166.1.0/24 [120/1] wia 192.168.3.1, 00:00:27, Seriz=lD/0/1

[120/1] wia 172.16.2.2, 00:00:18] SerialQ/0/0

c 192.168.3.0/24 is directly connected, Serizll/0/1
Rl#

Mo

Eltshow ip protocols

Eouting Frotoocal iz "rig®
sending updates every 30 zsconds, next due in 13 seconds
Invalid after 160 seconds, bold down 180, flushed after 240
<putput omitteds
Routing for Hetworks:

16.0.0.0
Eouting Information Sources:
Gataway Distance Last Update
10.3.0.1 120 oo:00:27
pistance: (default is 120}
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Routing Table Maintenance

A EIGRP
—Unlike other distance vector routing protocols,
EIGRP does not send periodic updates. Bonded Updates: EGRP
—Instead, EIGRP sends bounded updates about a PYTTIAEN

route when a path changes or the metric for that

route changes. (etone 1401

A EIGRP routing updates are o o
—Partial updates Rouerreprts anew route
*Updates sent only when there is a change in 10400 aviable
topology that influences routing information
—Triggered by topology changes ﬁ ﬁ
—Bounded Y

*Propagation of partial updates are automatically
bounded so that only those routers that need the
information are updated

—Non periodic
*Updates are not sent out on a regular basis.

More details on how EIGRP operates will be presented in Chapter 9.
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Routing Table Maintenance

ARIP Triggered Updates

—Routing table update that is sent immediately to adjacent
routers in response to a routing change

— The receiving routers, in turn, generate triggered updates
that notify their neighbors of the change.

AConditions in which triggered updates are sent
—Interface changes state |
—Route becomes unreachable s s s
—Route is placed in routing table — —— ——

0 rocess this to
A - Router 2 Sends f" : T Topolagy
Update
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problems
A RIP Triggered Updates (problems) |
—Using only triggered updates would be iy
sufficient if there were a guarantee that the t w w
wave of updates would reach every o <

appropriate router immediately.

A However, there are two problems with
triggered updates:
—Packets containing the update message can | }

be dropped or corrupted by some link in the
network.

—The triggered updates do not happen
instantaneously. It is possible that a router that
has not yet received the triggered update will
ISsue a regular update at just the wrong time,
causing the bad route to be reinserted in a
neighbor that had already received the
triggered update.




CiSco. e [’ %\ Cisco Networklngﬂademy‘

|

Trlggered Extensmns to RIP

Problems and Prerequisites
APrerequisites

—RIP must be enabled for this featureto == — r—
function. < . < - <lm

—This feature runs on a point-to-point,
serial interface only

~Triggered extensions to IP RIP
Increase efficiency of RIP on point-to- ,T ,T

point, serial interfaces. |"‘ — ‘_i‘i |

*interface serial O

Triggered Updates

*ip rip triggered
http://cisco.com/en/US/docs/ios/12_0t/12_Otl/feature/guide/trigrip.html
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Routing Table Maintenance
ARandom Jitter
Synchronized updates

A condition where multiple routers on multi access LAN
segments transmit routing updates at the same time.

AProblems with synchronized updates
-Bandwidth consumption
-Packet collisions (with hubs and not with switches)
ASolution to problems with
synchronized updates

- Used of random variable
called RIP_JITTER

*A good reference is : Routing TCP/IP (Jeff
Doyle) page 193-196.

Update timers : timer for periodic update
(default 30s) - RIP_JITTER (random to
prevent colision - 15% of the update timers)
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Routing Table Maintenance
ARandom Jitter

*Figure 5.1. RIP adds a small random variable to the update timer
at each reset to help avoid routing table synchronization. The
RIP updates from Cisco routers vary from 25.5 to 30 seconds, as
shown in the delta times of these updates.

Routing TCP/IP,

Volume I C( :IE 27.5 s=c 192 168 12 65 RIP (TCP/I ]

29.0 =ec 192 _16B_ 12 65 RIP {TCE-I

1 28.2 == 192 16B8.12 .65 REP: [TCP/]

. 12 26.5 sec 1592 148 17 65 REP (TCE-I

13 20.0 sec 192.160.12 65 BIE. Tcrg:t

rofessiona = 198 1ee 12 52 BIE ey

16 26.7 sec 192 _1&B.12. EERIF

17 27.% ==c 122 16B.12. 65 RIP :-;.:__{-_TcE._-::t

1B 28.3 ==c 192 _1s66.12. 65 'RIF::_E'_ & #
Developnlent) 23 27.2 sec 192.168.12 .65 RIP §
24 . 192.168.12 .6 s

TCE.

& o

B.7 sec 192.168.12.5
6. 7 ==c 192 168 _12. 6
o0 e : (=

: Rmm ma}; Entrimeet

192 168.12.65 RIP {
Entries=i

122 168 .12 65 RIF

http://www.ubookcase.com/book/Cisco/Routing.TCP.IP.Vqume.I.CCIE.ProfessmnaI.De
velopment/source/1578700418/ch05levlsecl.html#ch05figl


http://www.ubookcase.com/book/Cisco/Routing.TCP.IP.Volume.I.CCIE.Professional.Development/source/1578700418/main.html
http://www.ubookcase.com/book/Cisco/Routing.TCP.IP.Volume.I.CCIE.Professional.Development/source/1578700418/main.html
http://www.ubookcase.com/book/Cisco/Routing.TCP.IP.Volume.I.CCIE.Professional.Development/source/1578700418/main.html
http://www.ubookcase.com/book/Cisco/Routing.TCP.IP.Volume.I.CCIE.Professional.Development/source/1578700418/main.html
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Routing Loops

Fourting Loop

104000 Hetwor K goes dowin.

10.1.0.0 10.2.0.0 10,3000 10.4.0.0

ARouting loops are

T4 . H Hetwork | lntedl H Hetwork | terface | H Hetwork | iterface |Hop
A condition in which &  [em[mee o] [Gozeo [ swo o] [eseo [ sowr [
10.2.0.0 S00:0 1] 10.3.0.0 S001 1] =it e i
10.3.0.0 S000 1 10.1.0.0 S000 1 10.2.0.0 5001 1
p a'C ket I S CO ntl n u O u S Iy 10.4.0.0 S000 1 10.4.0.0 S0:01 1 10.1.0.0 SO0 2
tra n S m itte d Wi t h i n a Before B3 can send an update, R2 sends an update,
10.4.0.0

10.1.0.0 10,2000 10.3.0.0

series of routers . j
without ever reaching | -

- - - Hetwork | nterface | Hop Hetwork | Imerface | Hop MHetwork | Interface | Hop
|tS d eStl n atl O n . 10,100 Fal ] 10,200 | S000 | 0 10.3.00 | S04041 0
10.2.0.0 5000 0 10.3.0.0 S001 0 10.4.0.0 S0 2

10.3.0.0 5000 1 10.1.0.0 000 1 10.2.0.0 S001 1

10.4.0.0 S00.0 1 10.4.0.0 | S0041 1 10.1.0.0 | s001 2

10.1.0.0 10.2.0.0 10.3.0.0 10.4.0.0

Hetwork | Imerface | Hop Network | Iimtarface | Hop
10.2.0.0 S000 [1] 10.3.0.0 S0 0
0
1
1

Hetwork | liteiface
10,1000 Fal
10.2.0.0 S000
10.3.0.0 S000
10.4.0.0 S000

10.3.0.0 S00:1 10.4.0.0 5001

Z
10,1.0.0 S000 10.2.0.0 S0 1
10.4.0.0 S001 10.1.0.0 5001 2

=
- |- e |
=3
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Routing Loops

ARouting loops may be caused by:
-Incorrectly configured static routes
-Incorrectly configured route redistribution
-Slow convergence
-Incorrectly configured discard routes

ARouting loops can create the following issues
-Excess use of bandwidth
-CPU resources may be strained
-Network convergence is degraded

-Routing updates may be lost or not processed in a timely
manner
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Routing Loops

ARouting loops can eliminate

—Defining a maximum metric to prevent count to infinity
—Holddown timers

—Split horizon

—Route poisoning or poison reverse

—Triggered updates

ANote: The IP protocol has its own mechanism to
prevent the possibility of a packet traversing the
network endlessly. IP has a Time-to-Live (TTL) field
and its value is decremented by 1 at each router.

—If the TTL is zero, the router drops the packet.
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Preventing loops with Count to Infinity

ACount to Infinity

—It is a condition that exists when inaccurate routing
updates increase the metric value to "infinity" for a
network that is no longer reachable.

—This is a routing loop whereby packets bounce
Infinitely around a network.

Each round of updates continues to increase hop count.

10.1.0.0 10.2.0.0 10.3.0.0 10.4.0.0

Network Interface | Hop Network Interface | Hop MNetwork Interface | Hop
10.1.0.0 Fali L] 10.2.0.0 S0 [} 10.3.0.0 S0 1]
10.2.0.0 S0 L] 10.3.0.0 S0 [} 10.4.0.0 S0 16
10.3.0.0 SO0 1 10.1.0.0 SN0 1 10.2.0.0 S0 1
10.4.0.0 S0000 16 10.4.0.0 S0 16 10.1.0.0 S0 2
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Preventing loops by Settlng a maximum
A Setting a maximum

ADistance Vector routing protocols set a specified
metric value to indicate Iinfinity

Once a router “counts to infinity” it marks the
route as unreachable

ARIP defines infinity as 16 hops - an "unreachable"
metric.

10.4.0.0 is unreachable. Hop count is 16.

10.1.0.0 10.2.0.0 10.3.0.0

10.4.0.0

Metwaork

Interface

Network

Interface

Network | Interface | Hop
10.1.0.0 Fal/0 0 10.2.0.0 S0/0/0 0 10.3.0.0 S0/0/1 0
10.2.0.0 50/0.0 0 10.3.0.0 50,01 0 10.4.0.0 S0/01 16
10.3.0.0 S0/0/0 1 10.1.0.0 S0/0/0 1 10.2.0.0 S0/0/1 1
10.4.0.0 S00/0 16 10.4.0.0 S0/0/1 16 10.1.0.0 S0/0/1 2
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Preventing loops Wlth holddown timers

AHolddown timers are used to prevent regular
update messages from inappropriately reinstating a
route that may have gone bad.

-Holddown timers allow a router to not accept any changes to a
route for a specified period of time.

- Do not appept the update when the route is flapping
-Point of using holddown timers

AAllows routing updates to propagate through network with
the most current information.

Fa0/0 S0/0/0 2 S0/0/0 ﬁ S0/0/1 2z S0/0/1 ﬁ%‘

10.1.0.0 10.2.0.0 10.3.0.0 10.4.0.0

Network | Interface | Hop Network Interface |Hop Network | Interface | Hop

10.1.0.0 Fa0/0 0 10.2.0.0 S0/0/0 0 10.3.0.0 S0/0/1 0

10.2.0.0 S0/0/0 0 10.3.0.0 S0/0/1 0

10.3.0.0 S0/0/0 1 10.1.0.0 S0/0/0 1 10.2.0.0 S0/0/1 1
10.1.0.0 S0/0/1 2
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Holddown timers Work In the followmg way

1. Arouter receives an update from a neighbor indicating that a network that previously
was accessible is now no longer accessible.

2. Therouter marks the network as possibly down and starts the holddown timer.

3. If an update with a better metric for that network is received from any neighboring
router during the holddown period, the network is reinstated and the holddown timer
IS removed.

4. If an update from any other neighbor is received during the holddown period with the

same or worse metric for that network, that update is ignored. Thus, more time is
allowed for the information about the change to be propagated.

5. Routers still forward packets to destination networks that are marked as possibly
down. This allows the router to overcome any issues associated with intermittent
connectivity. If the destination network truly is unavailable and the packets are
forwarded, black hole routing is created and lasts until the holddown timer expires.

10.1.0.0 10.2.0.0 10.3.0.0 l\ ' 10.4.0.0
Rl ~ ._,_,,/
Fa0/0 S0/0/0 2 S0/0/0 ﬁ S0/0/1 2 S0/0/1 ) Fa

Network | Interface | Hop Network Interface |Hop Network | Interface | Hop
10.1.0.0 Fa0/0 0 10.2.0.0 S0/0/0 0 10.3.0.0 S0/0/1 (1}
10.2.0.0 S0/0/0 0 10.3.0.0 S0/0/1 0

10.3.0.0 S0/0/0 1 10.1.0.0 S0/0/0 1 10.2.0.0 S0/0/1 1

10.1.0.0 S0/0/1 2




10.1.0.0 ) 10.4.0.0
-
Fa0/0 S0/0/0 2 S0/0/0 % S0/0/1 S0/0/1 Fa

Network | Interface | Hop Network Interface |Hop Network | Interface |Hop

10.1.0.0 Fa0/0 0 10.2.0.0 S0/0/0 (1} 10.3.0.0 S0/0/1 (1}

10.2.0.0 S0/0/0 0 10.3.0.0 S0/0/1 0

10.3.0.0 S0/0/0 1 10.1.0.0 S0/0/0 1 10.2.0.0 S0/0/1 1
10.1.0.0 S0/0/1 2

Network 10.4.0.0 goes down.

Trigzered update iz zent by K3 1o K1,

R places 10.4.0.0 in holddown.
El zendz a periodic update. BT zends iriggered update.
R ignores update from Rl ahout 10.4.0.0.
Elplaces 10.4.0.0 in holddown.

K and K3 zend out periodic updates.
Traffic to 10.4.0.0 iz zhll routed during holddown.
Holddown timier on KT expires. 10.4.0.0 iz remnoved.

El sends out a periodic update.

Holddown timer on Bl expires. 10.4.0.0 iz removed.

Metwork iz now converged.
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Preventing loops with Spllt Horlzon

AThe Split Horizon Rule is used to prevent routing loops
ASplit Horizon rule:

A router should not advertise a network through the
Interface from which the update came.

Split Horizon Rule for 10.4.0.0

Rz only advertises 10.3.0.0 and 10.4.0.0 to R1.
R2 only acthvertises 10.2.0.0 and 10.1.0.0 to R3.

] R1 only advertises 10.1.0.0 to R2. R3 O'I'II_Y advertises 10.4.0.0 to R2.
Because Of Spl It 10.1.0.0 10.2.0.0 10.3.0.0 10.4.0.0
horizon, R1 also =il
: Ea00 ey S0/, ﬁ% ’ o j
does not advertise %' so00 2 peigs gt 2 svon |2
I 1 10.4.0.0 1]

the information ' | o |

Network | Imerface | Hop Hetwork | Imterface | Hop Network | Iterface | Hop
ab out netwo rk 10.1.0.0 Fa0/0 0 10.2.0.0 S0/0/0 0 10.3.0.0 S00/1 0
10 ] 4 ] O ] O baCk to 10.2.0.0 S0/0/0 0 10.3.0.0 S0/0/1 0 10.4.0.0 Fa0:0 0
R 2 10.3.0.0 S00/0 1 10.1.0.0 S0/0/0 1 10.2.0.0 S00/1 1

10.4.0.0 S0/0/0 1 10.4.0.0 S0/0/1 1 10.1.0.0 S0/0/1 2
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Preventing loops with Route Poisoning

ASplit horizon with Route
poisoning

—Route poisoning is used to
mark the route as
unreachable in a routing
update that is sent to other
routers.

—Unreachable is interpreted
as a metric that is set to the
maximum.

—For RIP, a poisoned route
has a metric of 16.

Network 10.4.0.0 goes down.

10.1.0.0 10.2.0.0 10.3.0.0 10.40.0

Network | Interface | Hop Network | Interface | Hop Network | Interface | Hop
10.1.0.0 Fali i 10.2.0.0 S00/0 0 10.3.0.0 S0/0M L]
10.2.0.0 S0/0/0 0 10.3.0.0 S0/041 1 10.4.0.0 Fa0/d ]
10.3.0.0 S00/0 1 10.1.0.0 50010 1 10.2.0.0 S0/0M 1
10.4.0.0 S0/0/0 2 10.4.0.0 S0/041 1 10.1.0.0 S00A 2
B2 sends iriggered Poizon Update to R1. 1 6
10.1.0.0 10.2.0.0 10.3.0.0 10.4.0.0

Fal/d

10.1.0.0 Fali 10.2.0.0 S0/ 10.3.0.0 50001 ]

10.2.0.0 S50/00 10.3.0.0 50/01 10.4.0.0 Fa/d 16

10.3.0.0 50/0/0 10.1.0.0 S0/0.0 10.2.0.0 50001 1

Network | Interface | Hop Network | Interface | Hop Network | Interface | Hop
& L]
] 1
1 1
r

10.4.0.0 50000 10.4.0.0 50/01 16 10.1.0.0 50/01 2
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Preventing loops with poison reverse

Poison Reverse

A Sp I It h O r I ZO n W I t h p O I S O n Network 10.4.0.0 goes down.
r eV e r S e R3 “poisons” route with an “infinite™ metric.

R3 sends triggered Poison Update to R2.

—The rule states that once a e 10200 10500 10400
router learns of an

piate

U n re aC h ab I e rO Ute th rO U g h an Network | Interface | Hop Network | Interface | Hop Network | Interface | Hop

interface, advertise it as wooo [ soor T 0| [usso [ st o]  [ioros | raon 6

unreachable back through winnTwooe T3] CssoTsorT 1] Croano Tsour T

the same interface —

—Poison reverse is a specific R2 Dot o ik m “fke”

Ci rcumstance ’[h at ove rri d es 10.1.0.0 10.2.0.0 10300 10.4.0.0

SpP lit horizon. It occurs to Faot $010/0 S000 :LS;E S010/1 S0/0/1

e n S u re th at R 3 I S n Ot Network | Interface | Hop Network | Imterface | Hop Network |Interface | Hop

susce pt| b | e tO | ncorre Ct 10100 | Fa0io | 0 10200 | S000 | © 10.3.00 | S001 | 0
10200 | soon | 0 103.00 | S0 | 0 10400 | Faoio | 16

up dates about network 10300 | s000 | 1 10100 | 000 | 1 10200 | so0n | 1
10400 | soon | 2 104.00 | S001 | 16 10.1.00 | sooin | 2

10.4.0.0.
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Preventing loops with TTL
AIP & TTL

—Purpose of the TTL field

The TTL field is found in an IP header and
IS used to prevent packets from endlessly
traveling on a network

AHow the TTL field works
-TTL field contains a numeric value

The numeric value is decreased by one by
every router on the route to the destination.

If numeric value reaches 0 then
Packet is discarded.
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et C:\Windows\system32\cmd. exe

H:~>ping ~7

Uzage: ping [-t]1 [-al [-n count] [-1 =zizel [-f1 [-i TTL] [-v TOS1
[-¥ count] [-s count] [[-j host-1list] | [-k host-1list1]
[-w timeout] target_name

Options:

Ping the specified host until stopped.
To see statistics and continue — type Control-Break;
To stop - type Control-C.
Resolve addresses to hostnames.

count Number of echo requests to send.

size Send huffer size.

Set Don’t Fragment flay in packet.

i TTL Time To Live.

1Us Type Ut Service.

count Record route for count hops.

count Timeztamp for count hops.
j host-list  Loose source route along host—list.

host-list  Strict source route along host—list.

timeout Timeout in milliseconds to wait for each reply.

= C:\Windows\system32\cmd. exe

H:“>tracert wm.uic.edu

Tracing route to wuww.uic.edu [128_248_155_2111
over a maximum of 38 hops:

hos=t??_ballfoundation.org [63_91_BA.
LoophbackB.GW1 _CHI2Z _.ALTER.NET [137.39
BA.so0—B-B-B.XT1.CHIZ.ALTER.NET [15%2.6
A.so—6—-1-B_BR6 .CHIZ _ALTER_NET [152.6
po4—A.coredl .ordd3.atlas.cogentco.co

-
TR

3]

ted—1.ccrB2 _ordB3 . atlas.cogentco._com|
v13499 _corB2 _ordBl _atlas.cogentco.co
gil2-8-B.cored2.orddl.atlas.cogentco
38.112.23.38

3141 .guw.nic.edu [128.248.246.21

48—41 .guw.uic.edu [128_248_246_1861
wyw—2.cc.uic.edu [128.248.155.2111

sl=dF=a] =] =1 T =JAAAE
Bad=d= =1 =1 & CEAfAR

5]
s1s=]~1 @ =]

Trace complete.

H:z~

oo C:\Windows\system32\cmd.exe

H:“>ping wuw_uic.edu
Pinging www.uwic.edu [128.248_155.2111 with 32 bytes of data:

Reply from 128 _248 _155_.211: hytes=32 time=8ms TTL=53
Reply from 128 _248 _155_211: hytes=32 time=?ms TTL=53
Reply from 128.248.155.211: bytes=32 time=?ms TTL=53
Reply from 128_248_155.211: hytes=32 time=7ms TTL=53

Ping statistics for 128.248.155.211:
Packets: Sent = 4. Received = 4. Lost = @ (@x loss).
Approximate round trip times in milli—seconds:
ini = Pms, Maximum = 8ms, Average = 7ms

e C:\Windows\system32\cmd.exe

Microsoft Windows HP [Version 5.1.266861
{C>» Copyright 19852881 Microsoft Corp.

H:“>ping www.uic.edu —1i 18
Pinging www.uic.edu [128.248.155.2111 with 32 bhytes of data:=

Reply from 128.248.246.2: TTL expired in transit.
Reply from 128.248.246.2: TTL expired in transit.
Reply from 128_248 _246_.2: TTL expired in transit.
Reply from 128_248 _246.2: TTL expired in transit.

Ping statistics for 128_.248 _155.211:

Packets: Sent = 4, Received = 4, Lost = B (8x lossd.
Approximate round trip times in milli—seconds:

Minimum = Bms. Maximum = Bms,. Average = Oms

H:~>

e+ C:YWindows\system32\cmd.exe

H:“>ping www.uic.edu —i 12
Pinging www.uic.edu [128_248_.155.211]1 with 32 bytes of data:

Reply from 128.248.155.211: hytes=32 time=Yms TTL=53
Reply from 128.248.155.211: hytes=32 time=12ms TTL=53
Reply from 128.248.155.211: bytes=32 time=18ms TTL=53
Reply from 128.248.155.211: bhytes=32 time=Yms TTL=53

Ping statistics for 128.248_155.211:

Packetz: Sent = 4, Received = 4, Lost = B {Bx loss).
Approximate round trip times in milli—seconds:

Minimum = ?ms,. Maximum = 12ms, Average = 9ms
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A Factors used to determine whether to use RIP or EIGRP

Include
-Network size

-Compatibility between models of routers
-Administrative knowledge

Speed of Convergance

Scalability — size of network

Use of VLSM

Resource usage

Implementation and maintenance

Distance Vector Routing Protocols Compared

“Rivt | Rip2 | oRe | EGRP

Slow
Small
No
Low

Simple

Slow
Small
Yes
Low

Simple

Slow
Small
No
Low

Simple

Fast
Large
Yes
Medium

Complex



Routing Protocols Today

ARIP
AFeatures of RIP:

-Supports split horizon & split horizon with
poison reverse

-Capable of load balancing
-Easy to configure

-Works in a multi vendor router environment



Routing Protocols Today

ARIP V2

AFeatures of RIP:

Includes the subnet mask in the routing updates,
making it a classless routing protocol.

*Has authentication mechanism to secure routing
table updates.

*Supports variable length subnet mask (VLSM).
‘Uses multicast addresses instead of broadcast.
*Supports manual route summarization.
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Routing Protocols Today

AEIGRP
AFeatures of EIGRP:

-Triggered updates

-EIGRP hello protocol used to establish
neighbor adjacencies

-Supports VLSM & route summarization
-Use of topology table to maintain all routes
-Classless distance vector routing protocol
-Cisco proprietary protocol
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Summary

ACharacteristics of Distance Vector routing
protocols

—Periodic updates

—RIP routing updates include the entire routing table
—Neighbors are defined as routers that share a link and are
configured to use the same protocol

AThe network discovery process for D.V. routing
protocol

—Directly connected routes are placed in routing table 18t
—If a routing protocol is configured then
*Routers will exchange routing information
—Convergence is reached when all network routers have the
same network information



atfran]n, ~ - =

CISCO. N 4 " ) Ciscc; Netwoﬁiﬁ Academy’
. - | qﬁ Y

Summary
AD.V. routing protocols maintains routing tables by
—RIP sending out periodic updates

—RIP using 4 different timers to ensure information is accurate
and convergence is achieved in a timely manner

—EIGRP sending out triggered updates

AD.V. routing protocols may be prone to routing loops

— routing loops are a condition in which packets continuously
traverse a network

—Mechanisms used to minimize routing loops include defining
maximum hop count, holddown timers, split horizon, route
poisoning and triggered updates
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Summary

AConditions that can lead to routing loops include
—Incorrectly configured static routes
—Incorrectly configured route redistribution
—Slow convergence
—Incorrectly configured discard routes

AHow routing loops can impact network performance
Includes:

—EXxcess use of bandwidth

—CPU resources may be strained

—Network convergence is degraded

—Routing updates may be lost or not processed
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Summary

ARouting Information Protocol (RIP)
A distance vector protocol that has 2 versions
RIPv1 — a classful routing protocol
RIPv2 - a classless routing protocol

AEnhanced Interior Gateway Routing Protocol
(EIGRP)

—A distance vector routing protocols that has some features of
link state routing protocols

—A Cisco proprietary routing protocol



