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Abstract— Mutation testing is highly regarded as a key method towards fault revealing. Despite this advantage, it has proved to be rather impractical for industrial use because of the expenses involved. To this extend, automated techniques have proved suitable for applying and reducing the method’s demands. Whilst there is much evidence that automated test data generation techniques can effectively automate the testing process, there has been little work on applying them in the context of mutation testing. In this paper an automatic mutation based test data generation framework called “Metallaxis” is proposed. The framework uses a novel dynamic execution scheme in order to both introduce the required mutants and to effectively generate test cases able to kill those mutants. A conducted case study employing the proposed approach reveals the feasibility, practicality and effectiveness of the proposed approach.

Keywords: Automated test case generation, search based testing, mutation testing, mutant schemata

I. INTRODUCTION

Software testing can account more than half of the cost of the software under development. As the main purpose is to reduce such an excessive cost, the testing activity should incorporate effective and efficient methods experiencing the highest possible level of automation. The test data generation process plays a crucial role in both the effectiveness and efficiency of the software testing phase. Unfortunately, as it is evident from current practice, the level of automation achieved to date is not as high as it ought to be, thus resulting in a rather low quality testing activity due to the unavoidably high cost of the imperative laborious manual activity. Hence, the need for automatically producing the required test data is essential in order to increase the test thoroughness and to reduce the testing expenses at the same time.

Testing quality is usually measured by the test adequacy criteria. Adequacy criteria often referred to as coverage criteria, involve certain requirements that should be fulfilled by the test cases. Mutation testing or mutation analysis, is a fault-based coverage criterion initially introduced by Hamlet [1] and DeMillo et al. [2]. Mutation analysis introduces purposely built errors into programs under test by making alterations (mutants) to the code under test based on a set of simple syntactic rules called mutant operators. The purpose of injecting faults into programs is to both guide the generation of test cases to reveal them on the one hand and to assess the test data quality on the other. To this extend testing seeks to reveal the mutants, which when detected are called “killed” and “live” in the opposite case. The strength of the method relies on the hypothesis - ability of the introduced syntactic faults-mutants to produce realistic, semantic faults. In the study by Andrews et al. [3], this hypothesis is reinforced. Additionally, in [3] mutants were used instead of real faults in order to simulate and compare the effectiveness of various structural testing criteria. Thus, from this study it is evident that developers can benefit from employing mutation analysis.

Automating mutation analysis requires the automatic production of the candidate mutant programs as well as execution with the candidate test cases. This can be efficiently automated with the mutant schemata approach [4] which embeds all the candidate mutants into one schematic meta-program and thus, all tests are executed against this schematic program. Test execution poses an additional barrier to mutation analysis as it requires test cases to be executed against all live mutants. To effectively reduce the execution time required for mutation, alternative methods called weak and firm mutations [5] have been proposed. According to these methods the program execution may stop after the mutated or a succeeding program expression. Evaluation of the mutant can be performed by checking the program state at the stopping execution statement. Thus, execution savings of more than 50% can be achieved [5] with only a small loss of the method ‘s effectiveness.

The practical use of an adequacy criterion requires the automated generation of test cases according to its requirements. This can prove to be a very tedious task [6] for any selected criterion including mutation. Recently, search based optimization techniques and tools [7] and [8] have succeeded to automate the test case generation activity quite effectively. Conversely, these techniques have not been effectively incorporated into automated tools in the context of mutation. This paper introduces an automated framework named Metallaxis that performs mutation analysis and generation of test cases. Metallaxis is the Greek word for mutation, in English it is used in the context of describing moth species basically when they change from worm to moth.

In Metallaxis the mutants are automatically generated based on a novel version of the mutant schemata technique for performing weak mutation and search based testing. It incorporates a hill climbing search based optimization approach for producing the sought tests. The contribution
of the present work can be summarized into the following proposed points:

- An automated technique for producing mutation based test cases employing a search based approach.
- A novel integration of mutant schemata and test data generation techniques to perform mutation testing.
- An automated test data generation prototype using the alternating variable method (hill climbing).

The rest of this paper is organised as follows: Section II presents the Metallaxis system by detailing its components. In section III the obtained results from the application of the framework are reported and analysed. Sections IV and V discuss the relevance and the benefits of the application of the Metallaxis system with previously proposed systems and approaches. Finally in section VI conclusions and future directions are given.

![Figure 1. The Metallaxis system.](image)

## II. METALLAXIS: SYSTEM DESCRIPTION

The proposed framework system makes a joint use of diverse techniques in order to automatically produce and evaluate mutation based test data. The framework is composed of three basic components A: the “Mutant Schemata” component, B: the “Test Data Generation & Execution” component and C: the “Test Set Minimization” component. Figure 1 presents and summarizes the Metallaxis framework practice, which first by utilizing A embeds all the candidate mutants into one schematic meta-program and produces control dependence details. Then component B produces test cases according to the alternating variable method guided by the schematic program. Finally, component C minimizes the produced tests and presents them to the user along with a report of the achieved coverage. In the succeeding sections details of the framework and the underlying components are given.

### A. Generating Mutants

Dynamic approaches are based on the information gained through dynamic program runtime execution. In the context of structural testing the programs under test host all the needed information in their structure and thus, it is straightforward to implement a monitoring mechanism for the data evolution purpose. In the context of mutation, there is a special need for unifying both the original’s and the mutants’ runtime information. The difficulties originate from the mutations’ nature, as the needed information is spanned across the original and the various mutants versions [9], [10] programs. To efficiently overcome this difficulty a special form of the mutant schemata technique was employed in order to unify all the mutation analysis requirements into a unique version suitable for the test evolution representation. This approach was initially introduced in [10] in the context of using existing test data generation tools for performing mutation. Here the technique has been extended in order to effectively guide the test data generation process. This is achieved by embedding a fitness guide and evaluation inside the schematic functions.

The Mutant Schematic Generation (MSG) [4] technique encodes into one meta-program all the introduced mutants. This is achieved by appropriately replacing each pair of operands participating in an operation with a call to a schematic function, with this pair of operands as parameters (e.g. a > b becomes RelationalGT(a, b)). Expanding the suggestions of the MSG approach, the evaluation of the mutants’ execution and all the required fitness calculations are performed within the schematic function. This as it is shown in [10] reflects the killing mutants problem to a path - branch coverage problem. By incorporating the mutant evaluation into the schematic function, the necessary conditions for killing each considered mutant are also embedded. These conditions, which take the following expression, are formed as decisions in the schematic function.

Original expression ≠ Mutated expression

The above expression was also used by DeMillo and Offutt [6] in order to produce mutant necessity constraints, based on which mutation based tests are derived.

The above decision expression (1) is consisted of two possible outcomes (i.e. the original is either equal to the mutated or not). Thus, entailing the introduction of true (mutant is killed) and false (mutant is alive) cases to represent the possible mutant evaluation outcomes. Measuring the closeness of making the above decision (1) true, results in an effective measure of the test case fitness. This measure forms the main guide of the test data generation engine see section II.D. Evaluating the mutants depending on the mutated statements, results in testing according to the weak mutation testing criterion [11]. As Howden suggests [11] when performing weak mutation, all mutants can be executed for a specific program location when exercising the program code. Based on this idea the enhancement of mutant schemata included internal evaluations for the results obtained for the specific
program expression. These schemata were also made responsible for executing all the selected mutants due to their position each time they were reached. This means that no mutants are to be considered if the selected test cases cannot reach them. Upon the termination of a schema, the result of the original code is maintained and returned in order to proceed with the program execution along the original execution path, while also recording the killed or not mutants. This implies that a single program execution run per test case is sufficient to detect all the resulting killed mutants. This leads to major execution savings at the test set minimization stage, see section II.D.

In Metallaxis the schema component is responsible for injecting the schematic function calls into the produced meta-program and to generate the mutant related dependencies. Such mutant dependencies are the program control ones that reach a respective mutant statement. This information is used by the test case evolution engine (Test Data Generation & Execution component) in order to guide the search towards a targeted mutant.

B. Executing Mutants with Tests

The present approach takes advantage of the unified representation of all mutants and their killing conditions into one meta-program. Based on the use of the introduced schemata technique, mutant execution can be performed straightforwardly without the need of a specialized mutant execution driver. This is a direct consequence of embedding the mutant evaluation inside the schematic functions. Additionally, mutation score and fitness function calculations have also been embedded into the schematic class. Thus, test execution requires only an initialization of the mutant schemata class at the beginning of the process and an additional call to the calculation function at the end.

The Metallaxis system employs the reflection mechanism of the java language in order to execute the meta-program with the produced test cases and extracts the fitness function calculations. The test execution driver is tighten to the test data generation component as it is responsible for both executing the produce tests and acquiring the fitness calculations.

C. Evolutionary Testing

Search based testing [7], [12] techniques formulate the test data generation problem as a search problem and employ search based optimization techniques in order to effectively generate the sought test data. The search is guided by an appropriate fitness function which indicates how close the tests are in covering a specific program element – target. This paper concentrates on mutation testing at the intra-method level. To achieve this, a separate search is performed according to each live mutant. The approach described here aims at optimizing a fixed number, and range, of input variables according to the employed fitness function. This constitutes a common practice in evolutionary testing. To this extend, the framework assumes that a special driver that handles the program input (with varying input size) and the fixed size input pre-exists. It should be noted that this approach can be also used in order to produce input tests with less size than the fixed one.

TABLE I. Branch Fitness

<table>
<thead>
<tr>
<th>Expression</th>
<th>True Branch</th>
<th>False Branch</th>
</tr>
</thead>
<tbody>
<tr>
<td>a == b</td>
<td>abs(a - b)</td>
<td>a == b ? 0</td>
</tr>
<tr>
<td>a != b</td>
<td>abs(a - b)</td>
<td>a != b ? 0</td>
</tr>
<tr>
<td>a &lt; b</td>
<td>abs(a - b)?0 : a - b + k</td>
<td>abs(a &lt; b ? a - b + k : 0)</td>
</tr>
<tr>
<td>a &lt;= b</td>
<td>abs(a - b)?0 : a - b</td>
<td>abs(a &lt;= b ? a - b : 0)</td>
</tr>
<tr>
<td>a &gt; b</td>
<td>abs(a - b)?0 : a - b</td>
<td>abs(a &gt; b ? a - b + k : 0)</td>
</tr>
<tr>
<td>a &gt;= b</td>
<td>abs(a - b)?0 : a - b</td>
<td>abs(a &gt;= b ? a - b : 0)</td>
</tr>
<tr>
<td>a</td>
<td></td>
<td>b</td>
</tr>
<tr>
<td>a &amp; b</td>
<td>fit(a) + fit(b)</td>
<td>min[fit(a), fit(b)]</td>
</tr>
</tbody>
</table>

Figure 2. Demonstrating Example

1) Fitness function

Search based testing has been proved to be an effective method for generating test input data. In order to be effective an appropriate fitness function needs to be employed. The present framework utilizes a fitness function composed of three parts. The first two are known as the “approach level” and the “branch distance” introduced by Wegener et al. [14] in the context of structural testing, and the third one is named “mutation distance”.

The approach level measures the closeness, of a candidate test case, for executing a target mutant statement. It is calculated by counting the number of the target mutant’s control dependent nodes missed by the candidate input test. It should be noted that compound predicates have been split into multiple simple ones

by using an additional variable (representing array size say SIZE) with a range of values 1-10, where the driver ignores the 10 - SIZE elements.

D. Search Based Testing

Search based testing [7], [12] techniques formulate the test data generation problem as a search problem and employ search based optimization techniques in order to effectively generate the sought test data. The search is guided by an appropriate fitness function which indicates how close the tests are in covering a specific program element – target. This paper concentrates on mutation testing at the intra-method level. To achieve this, a separate search is performed according to each live mutant. The approach described here aims at optimizing a fixed number, and range, of input variables according to the employed fitness function. This constitutes a common practice in evolutionary testing. To this extend, the framework assumes that a special driver that handles the program input (with varying input size) and the fixed size input pre-exists. It should be noted that this approach can be also used in order to produce input tests with less size than the fixed one.

Expression: Mutatest(int i, int j, int k){
  int ret = 0;
  if ( i > j )
    if ( j < k )
      if ( i < k )
        }  
        }  
}  

Mutated program
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Figure 2. Demonstrating Example

1) Fitness function

Search based testing has been proved to be an effective method for generating test input data. In order to be effective an appropriate fitness function needs to be employed. The present framework utilizes a fitness function composed of three parts. The first two are known as the “approach level” and the “branch distance” introduced by Wegener et al. [14] in the context of structural testing, and the third one is named “mutation distance”.

The approach level measures the closeness, of a candidate test case, for executing a target mutant statement. It is calculated by counting the number of the target mutant’s control dependent nodes missed by the candidate input test. It should be noted that compound predicates have been split into multiple simple ones
(including both true and false outcomes). This is done in order to include those nodes into the approach level measurement, along the lines suggested in [15]. The branch distance quantifies the distance from flipping a branch i.e. making it from true to false or the opposite. It is computed using the runtime values of the branch expression of interest. The expression of interest is the topmost of the missed ones from the mutant control dependencies. This measure is calculated based on the expression formulas used by Awedikian et al. [15] also recorded at table I. Mutation Distance as introduced in this paper reflects the branch distance measure on mutants. It should be noted that these three measures guide the search towards fulfilling the reachability and mutant necessity constraints proposed by Demillo and Offutt [6]. Table II presents the expression formulas based on which Mutation Distance fitness calculations were made. These formulas were obtained by simplifying and reducing the necessity constraints and provide useful information for killing the considered mutants. In Table II the $F_{fit}(x)$ and $T_{fit}(x)$ signify the True and False branch fitness of clause $x$ respectively.

Computing the overall fitness of the test cases requires a unification of the three used measures. This is done based on the following equation:

$$fitness = 2 \times \text{approach level} + \text{normalized(Branch Distance)} + \text{normalized(Mutation Distance)}$$

2) Hill Climbing

Metallaxis uses the alternating variable method, proposed by Korel [16]. This method forms a Hill climbing algorithm which has been shown to be more effective than other search algorithms in the context of structural testing [7] and has also been incorporated to automated test data generation tools such as the Austin tool [8], [17] for structurally testing C programs. Hence, it forms an ideal choice as it is a quite simple to implement method and should outperform other search alternatives in the current context. Here, it should be noted that mutation testing, in particular weak mutation, can be transformed to branch testing [10] and since hill climbing outperforms its rivals, in the structural testing context [7], there is no reason why this should not hold for mutants too. Nevertheless, this is beyond the scope of the present paper and is left open for future research.

The method starts by randomly initializing the input program variable values. Then it repeatedly selects and adjusts one of those values by altering it. This is performed until no further fitness improvement can be obtained i.e. no further alternations are fruitful. In this case the method switches to the next input variable. The algorithm stops when no further fitness improvement can be recorded by selecting and alternating any of the input variables. Consider the example of Figure 2. In the left part of Figure 2 the original sample program is presented. In its right part the mutated meta-program is detailed. The introduction of the mutants is recorded in the alterations made to the original program e.g. the statement if (i < k) has become if (RelationalGT(i, k, 15)). The variables i and j are the two original operand variables while 15 signifies that this expression contains the mutants identified by the relational operator (7 mutants) with identification numbers from 15 to 21.

<table>
<thead>
<tr>
<th>Operator</th>
<th>Original expression</th>
<th>Mutant Fitness</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a &gt; b$</td>
<td>$a &gt; b: ab(a-b)$</td>
<td>$a &gt; b: ab(a-b+k)$</td>
</tr>
<tr>
<td>$a &lt; b$</td>
<td>$a &lt; b: b:a$</td>
<td>$a &lt; b: b:a$</td>
</tr>
<tr>
<td>$a = b$</td>
<td>$a = b: ab(a-b)$</td>
<td>$a = b: ab(a-b)$</td>
</tr>
<tr>
<td>$a \neq b$</td>
<td>$a \neq b: ab(a-b)$</td>
<td>$a \neq b: ab(a-b)$</td>
</tr>
<tr>
<td>Relational</td>
<td>$a &gt; b: b:a$</td>
<td>$a &gt; b: b:a$</td>
</tr>
<tr>
<td>$a &lt; b$</td>
<td>$a &lt; b: b:a$</td>
<td>$a &lt; b: b:a$</td>
</tr>
<tr>
<td>$a \neq b$</td>
<td>$a \neq b: ab(a-b)$</td>
<td>$a \neq b: ab(a-b)$</td>
</tr>
<tr>
<td>Arithmetic</td>
<td>$a + b: a+b$</td>
<td>$a + b: a+b$</td>
</tr>
<tr>
<td>$a - b$</td>
<td>$a - b: a-b$</td>
<td>$a - b: a-b$</td>
</tr>
<tr>
<td>$a % b$</td>
<td>$a % b: a%b$</td>
<td>$a % b: a%b$</td>
</tr>
<tr>
<td>Absolute</td>
<td>$a: a$</td>
<td>$a: abs(a)$</td>
</tr>
<tr>
<td>Logical</td>
<td>$a &amp; &amp; b: a&amp;&amp;b$</td>
<td>$a&amp;&amp;b: a&amp;&amp;b$</td>
</tr>
<tr>
<td>$a</td>
<td></td>
<td>b$</td>
</tr>
</tbody>
</table>

Let the initial random inputs be: $i = 150, j = 400, k = 300$ and the target mutant the 15th one i.e. ($i < k$ with mutant fitness $abs(i - k)$). The process at first selects the $i$ input variable and performs exploratory steps (small increases and decreases say $p$ - here 1 for integer and 0.1 for real variables - of the input variable). These steps indicate the search direction. In the example here, $i$ should be increased as it results in better fitness values. After the determination of the search direction the process continues with pattern steps (these steps are computed based on the formula: $2^n * direction * p$, where direction is 1 for increase or -1 for decrease). Thus, in the above example the next obtained input values (pattern steps) will be for the $i$ variable 152, 154, 158, 166, 182, 214, 278, 406. At this point the fitness function can not be improved by further altering the $i$ input variable as the fitness is also relies on the second branch point ($j < k$ ). The process continues with input variable $j$, it performs exploratory steps and starts to decrease the $j$ value as follows: 398, 396, 392, 384, 368, 336, 272. At that point the process
chooses the $k$ input variable and starts increasing its value accordingly to 302, 304, 308, 310, 332, 364, 428. After value 428 it performs exploratory steps again and starts to decrease its value to 426, 424, 420, 412, 396, 428, 412 where it decreases to 410, 408, 404 and finally it finds the required value 406 that kills the mutant. The process has effectively achieved to produce the test case $(i = 406, j = 272, k = 406)$ that kills the mutant. In case this procedure fails to kill the required mutant the process starts on new randomly selected inputs for $i$, $j$ and $k$. Of course, this could be a consequence of hitting a local minimum or a consequence of an equivalent mutant.

From the above example it should be clear that the undertaken approach is not affected by the presence of the non target mutants. This is a direct consequence of the searching activity based solely on the mutant control dependencies and not on the individual paths that reach them. In doing so the path explosion complexity problem of [10] is avoided.

E. Test case Minimization

Metallaxis tries to reduce the overall effort imposed by mutation testing. To this extend it employs a test set minimization process before returning the produced tests to the tester. This is done by taking advantage of the employed weak schemata technique, which efficiently executes and evaluates all the introduced mutants at every test execution run. Thus, all needed coverage (killed mutants) details about each of the generated tests have already been accumulated by the execution runs of the test data generation phase. Hence, existing test set minimization algorithms can be directly applied here, without requiring any additional execution effort. This fact can be seen as an advantage of the proposed approach in using weak mutation as opposed to strong. In the later case a huge number of additional execution runs is required, as a result of executing all mutants against all test cases.

The Metallaxis framework employs a greedy heuristic for minimizing the produced test sets. This heuristic forms a classical approximation algorithm [18] for the minimum set cover problem. The algorithm begins by initializing a set $S$ of all the covered-killed by the test cases mutants. At each iteration, it selects the test case that covers kills the highest number of mutants contained in $S$ and removes them from $S$. The algorithm is repeated until $S$ becomes empty. In section IV results of the achieved reductions are given.

III. CASE STUDY

In this section a preliminary evaluation of the Metallaxis framework was performed on four program units. The conducted case study illustrates the ability and performance of the Metallaxis system to produce high quality (mutation based) test cases. Additionally, a comparison with random testing was performed in order to illustrate the framework’s strengths. Table III presents some details about the selected program units. The selected programs have been widely used in mutation and search based testing studies i.e. [6], [9], [19] and [20].

![Figure 3](image-url) Mutants killed vs. no. of iterations by Metallaxis framework and random testing
The Metallaxis mutation testing framework system works on java programs at the intra-method level utilizing the mutation operators proposed by Offutt et al. [21] presented in Table II along with their fitness evaluations. The case study results along with a comparison to the random testing approach are presented in Figure 3 and Table IV. The conducted experiment was performed by employing Metallaxis to kill every introduced mutant with a maximum of 10 attempts per mutant. It must be noted that Metallaxis does not attempt to kill any of the previously killed by the produced test cases mutants at any stage. The Random test generation approach was performed on equal number of iterations to the required by Metallaxis framework execution number. The obtained results signify the ability of the Metallaxis framework to produce high quality test cases (as it is able to produce nearly mutation adequate test cases) in a small amount of time. Additionally, as it can outperform random testing its strengths are evident. Further, the obtain results of the test minimization are recorded in table V. These results indicate that it is possible to reduce the number of the produced test cases without loss on the achieved mutation score in with a minimum cost.

### TABLE III. TEST PROGRAMS DETAILS

<table>
<thead>
<tr>
<th>Test Objects</th>
<th>Lines of Code</th>
<th>Input settings</th>
<th>No. of Mutants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tritype</td>
<td>40</td>
<td>3 integers: (range 16-bit)</td>
<td>349</td>
</tr>
<tr>
<td>Triangle</td>
<td>90</td>
<td>3 integers: (range 16-bit)</td>
<td>421</td>
</tr>
<tr>
<td>Remainder</td>
<td>50</td>
<td>2 integers: (range 16-bit)</td>
<td>324</td>
</tr>
<tr>
<td>Cal</td>
<td>75</td>
<td>5 integers: 2x[0, 12], 2x[0, 365], [-3,000], 3,000]</td>
<td>327</td>
</tr>
</tbody>
</table>

### TABLE IV. CASE STUDY RESULTS

<table>
<thead>
<tr>
<th>Test Objects</th>
<th>No. of Killed Mutants</th>
<th>Mutation Score</th>
<th>Time (Sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Random</td>
<td>Metallaxis</td>
<td>Random</td>
</tr>
<tr>
<td>Tritype</td>
<td>168</td>
<td>245</td>
<td>66.4%</td>
</tr>
<tr>
<td>Triangle</td>
<td>246</td>
<td>275</td>
<td>89.5%</td>
</tr>
<tr>
<td>Remainder</td>
<td>238</td>
<td>242</td>
<td>98.3%</td>
</tr>
<tr>
<td>Cal</td>
<td>237</td>
<td>252</td>
<td>93.3%</td>
</tr>
</tbody>
</table>

### TABLE V. MINIMIZATION RESULTS

<table>
<thead>
<tr>
<th>Test Objects</th>
<th>Produced test cases</th>
<th>Minimized test cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tritype</td>
<td>26</td>
<td>19</td>
</tr>
<tr>
<td>Triangle</td>
<td>23</td>
<td>20</td>
</tr>
<tr>
<td>Remainder</td>
<td>16</td>
<td>8</td>
</tr>
<tr>
<td>Cal</td>
<td>33</td>
<td>22</td>
</tr>
</tbody>
</table>

The above results indicate that the Metallaxis framework can be quite powerful at performing mutation. This is achieved by both producing and evaluating candidate test cases along with their fitness calculations, efficiently. From the above results one can observe that Metallaxis can achieve a considerable fast convergence at the early stages of the test generation process. This fact indicates that it may be possible for such a system to perform mutation on large industrial programs. This is a matter of future research.

### IV. RELATED WORK

The Automatic generation of test cases has been an open research question since the early days of software engineering. Although being a well studied problem it has not yet been automated to an acceptable level for practical use. Recently, search based optimization techniques have succeeded in automating satisfactorily the test generation process. To this extend search based optimization techniques were used in constructing automated tools [17], [22] for most of the modern programming languages.

One of the first attempts of using search based optimization techniques was suggested by Korel [16]. Korel initially proposed the alternating variable method as described in section II.D.2, which was adopted and used by the Metallaxis framework as a search method for finding appropriate test cases. Daimler [14] developed an automated evolutionary tool for testing C programs based on various structural testing criteria. This approach targets on producing test cases based on path, branch, lcsa, and data flow coverage criteria. It is this tool’s fitness function that is extended and incorporated to the Metallaxis system for the purposes of mutation testing. A tool called eToc was build by Tonella [22] for the structural testing of java programs. This tool aims at producing effective method sequence by employing a genetic algorithm.

A different in philosophy approach to tackle the automated test data generation process uses paths and is based on symbolic execution [23] and constraint solving techniques in order to generate the required test data. Various automated tools have been built based on these approaches [6] and [24]. However, as they encounter the path feasibility problem, the handling of pointer aliasing and the handling of non-linear constraints their use has been limited.

Recently, dynamic approaches and symbolic execution were successfully combined in order to effectively automate the test data generation activity. This was achieved by a method called concolic or dynamic symbolic execution [24]. According to this approach, during actual program execution a set of constraints can be built and solved in order to produce test data. The difference with symbolic execution is that unhandled program expressions can be effectively simplified based on actual execution values. Based on this idea Lakhotia et al. [8] extend the alternating variable method to handle dynamic data structures and thus perform search based testing to a higher range of applications.

Harman and Mcminn [7] in a comprehensive theoretical and empirical study for search based optimization suggest that simple techniques such as hill climbing (alternating variable method) are mostly effective for structural test generation. Based on the above suggestions the present framework utilizes the hill climbing technique in order to effectively produce mutation based test cases.

All the above mentioned techniques nevertheless, do not deal directly with mutation testing and its inherent problems such as the handling of mutants on the one hand and their excessive number together with the equivalent ones on the other. This latter has received little attention in the literature towards automatically resolving it. The most fundamental attempt is the one due to DeMillo and Offutt who developed the constraint based testing Technique [6]. This technique introduced the concept of reachability, necessity and
sufficiency conditions which has been embodied in a tool called Godzilla. Godzilla contains the first two of these conditions, formulating them as mathematical systems of constraints. Constraint based testing although empirically shown to be an effective technique it can not handle effectively arrays, loops and non linear expressions. Additionally, it fails to efficiently deal with the path explosion problem.

Dynamic approaches based on searching input domain sets have been proposed as a possible answer to the limitations of the above approach. Bottaci [25] proposed a fitness function composed of the reachability distance (measures the closeness of the test data and the mutant statement) of the produced tests and the necessity distance (measures the closeness to kill the mutant statement). In [19] an evolutionary approach for the generation of mutation test data was proposed. The authors suggest the employment of a search based minimization technique for generating test data. The search process is directed by an appropriate fitness function. Specifically, the authors adopt the ant colony optimization algorithm [19] as a metaheuristic search engine and an implementation of the Bottaci [25] fitness function as they implement only the reachability part. This approach is the closest one to the present proposed framework. The main differences are that the proposed framework extends the fitness function to effectively direct the search towards the constraint based testing necessity condition [6]. Additionally, the proposed framework presents a novel technique to efficiently gain the required fitness information through mutant schemata. Finally, the Metallaxis system forms an integrated mutation testing framework capable of: producing mutants, generating mutation based test data, determining the mutants killed and effectively minimizing the produced test sets due to mutation.

Another similar to the present approach is that of Baudry et al. [26]. In this work genetic algorithms are employed in order to augment an existing test suite according to mutation. The mutation score is used for performing fitness calculations. The drawback of this method is that it does not include any guidance to the search method by quantitatively measuring the closeness of killing specific mutants. Thus, making the search inefficient and even ineffective for killing many mutants.

The idea of utilizing mutant schemata in order to help automated tools to perform mutation was initially introduced in [10] with the aim of reusing existing structural automated tools for performing mutation. The underlying technique to achieve this, was to reduce the mutant killing problem to the covering branches one. This was performed based on mutant schemata. In [27] the schemata approach has been extended utilizing dynamic symbolic execution for producing strong mutation based tests. The extension utilizes a shortest path heuristic [28] in order to efficiently reach, infect and reveal the introduced mutants. Here this approach was extended in order to utilize an effective fitness function for employing search based optimization techniques.

Finally, a lot of effort has been put by the research community in order to reduce the test suite size produced during the testing process i.e. [29]. This activity is usually performed by aiming to maintain the same to the original test suite coverage. To this extend various heuristic algorithms have been proposed. All these algorithms can be directly applied in the context of mutation. The difference with the other testing criteria is that mutation requires a considerable amount of execution time and effort in order to determine the killed mutants by each test case. The approach proposed here uses a weak version of mutation in order to drastically reduce the amount of required time and also effort by the process.

V. DISCUSSION

The origin of the Metallaxis framework is due to the integrated use of mutant schemata and evolutionary testing techniques. This integration helps to extract dynamic program information concerning the introduced mutants and fitness calculations efficiently. Based on the dynamic nature of this scheme the needed information can be obtained with only one execution run. Additionally, the extend of which mutants are killed by each test case is also provided giving an advantage for employing test suite minimization techniques and the determination of which mutants have been killed unintentionally i.e. without targeting on them.

The conducted case study indicates the ability of the proposed method to produce high quality test cases from scratch (starting from random inputs) in a small amount of time. From this study it becomes evident that equivalent mutants pose an additional burden to test case evolution as they force the method not only to search for non killable mutants but also by misleading the mutation score calculated due to their presence. Perhaps the use of some heuristic approaches such as the one suggested by Bueno and Jino [30] for the identification of possible infeasible paths, could be employed in order to help overcome this problem by identifying likely to be equivalent mutants. This paper also reveals that simple dynamic approaches can be quite effective for the production of high quality test cases. Based on the dynamic nature of the adopted approach, the problems caused by pointers and non linear expressions are limited.

The framework described here uses a quite simple but practical approach, based on the mutant schemata technique [4], in order to perform the test data generation process. This approach adds some complexity to the underling test program (schematic program), as it adds program decisions (mutant evaluations), which are abstracted away by the employed fitness function and test evolution approach based on the program input domain.

A. Tool characteristics

The framework proposed in this paper employs a variant of weak mutation in order to guide the test data search effectively. In doing so, it achieves by a single execution path to decide which mutants are dead and which are alive. As it relies on complete execution paths, it may not be quite beneficial in search evolution phase as it does not stop the execution after some execution point as it is usually the case when performing weak mutation. However, it helps the test minimization process to proceed without requiring any extra executions. Additionally it helps to determine which mutants have been killed collaterally at each test evolution execution. This results in major savings especially at the beginning of the test evolution process and gradually falling as the evolution continues. To achieve further savings one could consider a mixed strategy, a matter of ongoing research.
B. Limitations

The proposed framework in this paper has several limitations which are currently under further research. First, it can handle Java programs only at the intra method level. Thus, it does not handle method sequences or Object Oriented features. Second, it does not incorporate any flag removal or handling [31] mechanism, fact that makes inefficient the performed search in those specific cases. Finally, the inability of the mutant schemata technique to handle certain Object Oriented mutants as identified in [13]. Here it must be noted that in the case of Logical operators, a necessary special handling was enforced. This is due to the short circuit evaluation mechanism performed by Java language. In order to keep the program execution paths unaffected with the presence of mutants, the logical operator’s evaluations were performed when both logical operands were executed.

VI. CONCLUSION AND FUTURE WORK

The Metallaxis framework system, as described here forms an automation of the mutation testing method. The framework uses state of the art techniques to efficiently generate the candidate mutants and produce high quality test data. Based on a preliminary study the system achieves to produce test cases able to kill the majority of the introduced mutants. In future, extensions of the framework to include strong and higher order mutants [32], [33] are planned. Additionally, the employment of flag removal techniques and heuristic methods for detecting equivalent mutants are also considered. Finally, the integrated use of approaches considering method sequences and dynamic inputs such as the Tonella [22] approach and the Lakhotia et al. [8] are also examined.
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