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Abstract - Software testing forms a substantial activity of the software development cycle. Although important, it lacks from being automated mainly because of the various undecidable problems that it encounters. To this extend efficient heuristics have been proposed in order to bypass this problem. One such approach, called symbolic execution, is usually used for automating the test data generation activity. In this paper, an automated symbolic execution tool is proposed. The tool employs an efficient path heuristic, integrated with random testing for producing test cases. The tool handles the path explosion and constraint solving problems efficiently. This is achieved by targeting on specific likely to be feasible paths and by using a linear programming approach for the determination of their feasibility. Preliminary results are very encouraging as they show that a high coverage can be achieved within a limited amount of time-effort.
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I. INTRODUCTION

Software testing can be thought of as the process of determining the quality of a piece of software. This process requires a thorough examination of the code and the behavior of the software under test. Checking software’s behavior requires its actual execution with test data. However, finding such input data forms a quite difficult and usually an impossible activity. Automating such an activity also faces many additional challenges such as pointer and array aliasing, solving of non linear constraint systems, the handling of loops, infeasible paths and the handling of multiple programming languages. To overcome these problems, many techniques, e.g., [1], [2], and tools, e.g., [3], [4] and [5], have been proposed in the literature. Although having been well studied, the problem remains open as most of the suggested techniques have been proven rather impractical in real situations. In the industry, the majority of the projects are carried out by generating test cases manually. Thus, providing an automated method/tool for producing the sought test data remains one of the main research issues of the software testing community.

Testing quality is usually evaluated based on various criteria known as adequacy criteria. These criteria help the tester to both guide and evaluate the test generation process. If for example, branch coverage were to be considered, the criterion guides the tester to produce test cases that cover yet uncovered branches. Additionally, it determines the level of testing thoroughness achieved by measuring the branch coverage level. All white box testing criteria serve these two above stated goals, by examining different test elements (i.e., statements, branches, data flow elements and linear code sequence and jump paths). Thus, by seeking the coverage of different test elements, testing results in diverse levels of test effectiveness. Additionally, different criteria also result in respective required effort levels in order to be fulfilled. This is a direct consequence of the number of test elements introduced by each criterion and the existence of infeasible paths. Infeasible paths have been identified as the most effort influencing factor of the testing activity [2], [6]. Moreover, a higher coverage level of 70% is often considered acceptable because of the effects of such paths [7].

This paper focuses on the efficient handling of infeasible paths in order to result into practical solutions for the software testing and maintenance faces. The basic idea behind the proposed approach is to perform symbolic execution [1] not to the entire program but only on a small set of paths, influenced by the considered test criterion. The selection of paths is performed based on the foundations of the Yates and Malevris method [2], a quite powerful method for alleviating the effects of infeasible paths. The undertaken approach, which is an extension of the above method uses a mixed symbolic and dynamic execution approach in order to effectively handle loops and difficult to reach program constructs. The suggestions of this paper have been incorporated into a unified symbolic execution prototype tool for the automated generation of branch tests.

The implemented prototype was built by extending and incorporating the experience gained from the development and the application of the Volcano tool [8]. The suggested prototype differs from Volcano in a number of issues. It uses a different path selection mechanism, which utilizes both symbolic execution and random testing. It also uses linear programming optimization methods for producing the test data. The paths selection and their symbolic evaluation is performed simultaneously rather than assigning a whole set of paths as input. The prototype proposed here, handles multiple programming languages by transforming them into the SymExLan scripting language [8]. This approach helps the prototype to effectively simplify the symbolic execution process and also to handle different programming languages in a straightforward fashion [8]. The prototype tool incorporates a verification mechanism in order to effectively combine static and dynamic analysis approaches such as symbolic execution, actual execution and random testing.

The primary aim of the developed tool was to produce an efficient and practical approach for the test data generation process. To this extent the chosen decision mechanism of the prototype was linear programming. This choice was motivated by the observation that the majority of time spent
by the test data generation process is due to the constraint solving. Since linear optimization techniques have been identified as being quite efficient, their choice appears ideal for such a tool. The application of the prototype to a set of program units also signifies the tool’s performance and the practicality of the proposed approach.

The rest of the paper is organized as follows: Section II introduces some relevant background material. Details of the underlying path selection method and its employment into the produced prototype are given in Sections III and IV respectively. Section V reports some results produced by the application of the prototype to a set of selected program units. Finally, Sections VI and VII discuss some relevant to the present work and the obtained conclusions.

II. BACKGROUND

Automatically producing test inputs is usually performed by selecting a candidate set of paths based on which tests are drawn. This is achieved by employing either symbolic execution [1] or search based testing [9] approaches, guided by the selected paths. Symbolic execution [1] maps the program inputs and the paths computations onto a logical formula of constraints describing those computations. While the evolutionary based approaches use dynamic program executions and search based optimizations in order to drive the execution along the selected paths. This paper concentrates on the symbolic execution approach, but the incorporated path selection method may also be applicable to evolutionary based approaches.

The Control Flow Graph (CFG) of a program is a model of the program’s flow represented by a graph. The CFG uses vertices to represent the program’s basic blocks and arcs to indicate the flows between the basic blocks. A path is a finite sequence of vertices connected with arcs of the CFG. Programs usually contain an infinite number of paths, which in their majority are invalid as they do not form a valid program computation (no data can be found that execute them). These paths are called infeasible while the valid ones are called feasible. Thus, when employing a path based approach, the testing process can be regarded as the process of finding feasible paths, a tedious task especially if done in an ad hoc way [6].

Symbolic execution progresses by computing symbolic states along the selected program paths. A symbolic state is a mapping of the input program variables to symbolic values. Local variables are assigned their actual values based on the selected path or by the symbolic input ones. A set of constraints called path condition is constructed based on the symbolic states and the program decisions encountered through a selected path. The path condition constraints are called symbolic expressions and consist of symbolic variables or expressions over symbolic values. These expressions are computed by maintaining the symbolic states of a selected path and substituting the encountered values with those of the symbolic state. Solving the path conditions results in actual values forming program test inputs, which if input to the program under test, the selected path will be executed. If the path condition has no solution the path is infeasible.

Problems arise when the path conditions contain non linear expressions or pointer values. Non linear expressions need high computational resources in order to be solved or to be proven unsolvable. Similarly, pointer values require complicated and expensive analysis for tracking them precisely [10]. Furthermore, as most of the program paths are found to be infeasible i.e., [2], [6] there is a need to iteratively select and check alternative paths.

Branch testing based on selected paths entails the following steps:

1. Select a set of program paths that covers all the program branches.
2. Generate tests according to the selected set of paths.
3. Execute the program with the generated input data.

In the absence of infeasible paths any selected set of paths that cover all the program branches could be adequate for testing (performing steps 2 and 3 only once). In practice the existence of infeasible paths forces the process to iteratively perform steps 1 and 2 until the achieved coverage level reaches a predefined target.

From the above discussion it is evident that infeasible paths result in a waste of effort and thus, methods able to reduce their incidence are advisable. Such an approach is employed by the proposed tool and its details are given in the next section (Section III, path selection method).

III. PATH SELECTION METHOD

In order to perform path testing efficiently, an appropriate path selection method is needed. In this section the foundations of such a method are given along with the details about its incorporation to the presented prototype tool implementation.

A. The extended shortest path method

The motivating idea behind the employed approach is to focus on a small set of specific but also likely to be feasible program paths. Unfortunately, this can only be performed heuristically [11]. Towards this direction, Yates and Hennell [12] advanced, and argued the following proposition:

A program path that involves \( q \geq 0 \) predicates is more likely to be feasible than one involving \( p > q \).

This proposition establishes the foundations for developing a heuristic approach that could serve as a yardstick for path testing. To this extend, Yates and Malevris [2] conducted a comprehensive study in order to statistically investigate its validity. The obtained results were in favor of the above proposition as they showed that with great statistical significance the feasibility of a path decays exponentially with the increasing number of predicates it involves. Based on this result, Yates and Malevris [2] proposed an extension to the Yates and Hennell [12] method by developing a path selection method with the ability to reduce in an a priori fashion the incidence of infeasible paths.

The method simply suggests that an advantage towards path feasibility can be achieved if paths that involve the
minimum number of predicates are to be considered. Based on the above they suggested a path selection strategy based on the generation of $k^{th}$-shortest paths.

**B. Integrating path selection and random testing**

The Yates and Malevris [2] method originally proposed the consideration of the first $k^{th}$-shortest paths through a selected program branch. Here, this suggestion has been relaxed by considering only the $k^{th}$-shortest paths reaching a selected branch. By doing so, the considered paths involve a smaller number of predicates than with the complete paths, while maintaining the philosophy of the original one with respect to the number of predicates. By symbolically executing these paths, one can result in test inputs able to reach a target branch. This path is a sub path; the remainder of the path after the target branch up to the exit is determined dynamically in difference to the originally suggested method [2]. Here, data necessary for the program execution are derived based on the input values produced by symbolic execution together with random data produced for those inputs not considered symbolically. This consideration constitutes an amelioration of the initial method in [2] as it considers even shorter paths, hence providing more chances for these paths to be feasible while also eliminating the symbolic effort for their execution.

The utilized path selection strategy for purposes herein is detailed in Figure 1.

**While (branch coverage < 1 AND i \leq k)**

Repeat steps 1, 2 and 3 once for each uncovered branch $e$ in Branch Set

1. Generate the next candidate path $\Pi^i_e$

2. If path found to be feasible, then recalculate the value of coverage based on actual execution.

3. Eliminate all covered elements from the Branch Set of uncovered branches

**Figure 1.** The utilized path selection strategy

Here, $\Pi^i_e$ denotes the $i^{th}$ shortest path from start to branch element $e$ and $k = \text{maximum number of candidate paths}$ (beyond which the generation of extra paths is prohibitive).

**C. Incremental selection of paths (derivation of $\Pi^i_e$)**

The employed strategy tries to overcome the difficulties imposed by non linear constraints and the existence of infeasible program paths by enforcing the selection of data along alternative paths. These paths are generated by selecting them as $k^{th}$-shortest paths, with respect to the number of predicates they contain. This set of paths consists of the shortest ones from the program’s starting node to the target branching edge $e$. Hence, if $i < l \leq k$ then the length of path $\Pi^i_e$ is less or equal to the length of path $\Pi^l_e$.

**D. The criterion for selecting uncovered branches**

In the case of uncovered branches additional paths are needed for which it is necessary to derive the test data. The order by which arcs should be selected is a question whose answer is derived again by using the philosophy that a program path with less predicates is more likely to be feasible than a rival containing more predicates. The policy adopted here is based on selecting the arc whose shortest path to reach it, is smaller in length than the other candidate shortest paths that reach the rest of the remaining arcs. In case of ties they are broken arbitrarily.

**IV. TOOL DESCRIPTION**

This section gives details about the proposed prototype implementation. The tool generates automatically and executes test cases based on the suggestions made in the above sections. The prototype has been entirely built using the java programming language and by incorporating the LpSolve [13] linear programming package as a decision procedure. The implementation is composed of four modules detailed in the following subsections. An overview of the tool architecture is given in Figure 2.

**A. SymExLan**

The proposed prototype employs the SymExLan script language [8] based on which it performs the symbolic execution process. SymExLan is a language that acts as an intermediate representation of the structured programming languages such as C, Delphi etc. It also simplifies the symbolic execution process [8] as it simplifies the encountered expressions i.e., all compound predicates are transformed into multiple simple ones; it embodies all the necessary features for performing symbolic execution, such as the program CFG, program branches, preconditions, postconditions, e.t.c.. Additionally, any procedural programming language can be translated to this intermediate representation in order to advance the testing process. This activity in the present system is performed by the source to source compiler modules (Figure 2) that read the source code (SRC code) of the program under test and translate it to SymExLan script [8].

**B. Symbolic Executor and Path Generator**

The heart of the proposed system is the Symbolic executor and the path generation modules. These two modules are integrated in order to produce the required test cases. The former is responsible for generating the set of $k^{th}$-shortest paths, while the later is responsible for producing a linear programming problem according to each selected path. The transformation into a linear programming problem is straightforward as all produced constraints are simple ones. The objective function can be any trivial one, as any solution satisfying the path condition will be acceptable. It should be noted that logical expressions (e.g., logical AND, OR) are treated in a path based approach, as this is forced by the short circuit mechanism of modern programming languages [14].

One general problem encountered with constraint solving techniques is the handling of non-linear constraints. This problem is currently tackled indirectly based on the actual program execution. In future it is planned to incorporate linear relaxations as suggested in [15] and to incorporate a mixed symbolic and evolutionary based approach [16].
C. Test Executor/Verifier

The prototype combines symbolic execution and actual program execution approaches in order to be more efficient and effective. To achieve this, a simulator able to execute the test program execution is also required as this is now in SymExLan. This purpose is fulfilled by the test executor/verifier module. Its tasks are the determination of the complete execution program paths, the augmentation of the partial program inputs, if needed, with randomly generated ones (as described in Section III.B) and the verification of the entire process. This module actually forms an interpreter of the SymExLan script programs.

V. EXPERIMENTAL RESULTS

This section reports results from the application of the proposed prototype. The evaluation is performed based on a sample of 20 program units consisting of 10 programs written in Delphi and 10 written in C/C++ programming languages used in previous studies in the literature. Table I presents the selected sample profile that includes the lines of code for the original program versions, the number of branches and the number of the infeasible branches that they contain. Here, it must be noted that the infeasible branches were excluded from the calculation of all the reported coverage scores.

The experimental evaluation was performed by considering three main points. First, a random test generation process was performed in order to provide a baseline about the tool’s performance. Second, a test generation process was performed by setting an upper bound value for $k$ equal to 50. This approach was originally suggested in [2] for providing a good cost effective heuristic approach to the testing process. Finally, the tool was employed by incorporating a relatively high $k$ value, equal to 10,000.

All the selected test subjects were first transformed into the SymExLan script language. Using the produced scripts, a random generation of inputs was performed by selecting 1,000 tests. The achieved branch coverage of the random tests was computed by using the test executor/Verifier module in order to avoid any side effects of the translation. The achieved coverage is recorded in the column Random testing coverage of Table I. These results are given in order to highlight the effectiveness of the proposed approach. Random testing as can be seen in Table I achieves on average 60% of branch coverage, which is rather poor. Also, the achieved low scores of random testing, as recorded in Table I, indicate that (as discussed below) it is the combination of both symbolic execution and random testing that can achieve higher coverage and not random testing on its own.

The experiment is continued by employing the prototype for performing branch testing on the selected test subjects. The obtained results are presented in Tables II and III. Tables II and III record the achieved coverage (column Coverage), the total number of the examined paths (column Paths), the number of the produced test cases and the total time required by the employed tool, measured in seconds, (columns Tests and Sym. Ex. Time respectively).

Table II records the results from the application of the prototype in a cost effective fashion. Thus, a value of $k = 50$ was adopted. This $k$-value was found by the present experiment.

<table>
<thead>
<tr>
<th>Test Subject</th>
<th>Lines of Code</th>
<th>No. of Branches</th>
<th>Random testing coverage</th>
<th>Infeasible Branches</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>52</td>
<td>34</td>
<td>47%</td>
<td>1</td>
</tr>
<tr>
<td>D2</td>
<td>40</td>
<td>31</td>
<td>55%</td>
<td>0</td>
</tr>
<tr>
<td>D3</td>
<td>66</td>
<td>40</td>
<td>33%</td>
<td>0</td>
</tr>
<tr>
<td>D4</td>
<td>36</td>
<td>21</td>
<td>100%</td>
<td>0</td>
</tr>
<tr>
<td>D5</td>
<td>56</td>
<td>27</td>
<td>89%</td>
<td>0</td>
</tr>
<tr>
<td>D6</td>
<td>40</td>
<td>31</td>
<td>61%</td>
<td>0</td>
</tr>
<tr>
<td>D7</td>
<td>45</td>
<td>33</td>
<td>88%</td>
<td>0</td>
</tr>
<tr>
<td>D8</td>
<td>50</td>
<td>26</td>
<td>50%</td>
<td>0</td>
</tr>
<tr>
<td>D9</td>
<td>48</td>
<td>56</td>
<td>82%</td>
<td>0</td>
</tr>
<tr>
<td>D10</td>
<td>75</td>
<td>48</td>
<td>30%</td>
<td>1</td>
</tr>
<tr>
<td>C1</td>
<td>60</td>
<td>51</td>
<td>43%</td>
<td>0</td>
</tr>
<tr>
<td>C2</td>
<td>70</td>
<td>62</td>
<td>10%</td>
<td>0</td>
</tr>
<tr>
<td>C3</td>
<td>35</td>
<td>27</td>
<td>59%</td>
<td>0</td>
</tr>
<tr>
<td>C4</td>
<td>30</td>
<td>25</td>
<td>76%</td>
<td>0</td>
</tr>
<tr>
<td>C5</td>
<td>26</td>
<td>18</td>
<td>66%</td>
<td>0</td>
</tr>
<tr>
<td>C6</td>
<td>40</td>
<td>32</td>
<td>81%</td>
<td>0</td>
</tr>
<tr>
<td>C7</td>
<td>30</td>
<td>31</td>
<td>74%</td>
<td>0</td>
</tr>
<tr>
<td>C8</td>
<td>26</td>
<td>28</td>
<td>46%</td>
<td>0</td>
</tr>
<tr>
<td>C9</td>
<td>20</td>
<td>33</td>
<td>58%</td>
<td>0</td>
</tr>
<tr>
<td>C10</td>
<td>26</td>
<td>25</td>
<td>36%</td>
<td>0</td>
</tr>
<tr>
<td>Average</td>
<td>44</td>
<td>34</td>
<td>60%</td>
<td>-</td>
</tr>
</tbody>
</table>

Table I. SUBJECT PROGRAMS
to be the most appropriate one. It is also along the same lines with the one suggested in [2] giving a high confidence about its validity. From these results it is obvious that the proposed approach is quite effective and efficient as it achieves approximately 93% coverage in less than 1.5 second by examining 201 paths on average. Additionally, the worst case is 73%, nevertheless usually considered as an acceptable coverage level [7]. This is due to the ability of the employed path selection method to produce feasible paths. Table III records the results from the application of the prototype with its k parameter value set to 10,000. From these results it is evident that an additional coverage of 5% can be achieved by spending a considerable amount of time or effort compared to the one spent considering the cost effective application. Thus, this coverage raise is due to the examination of 5,137 paths on average, per program. The above results are statistically significant as derived by a student test performed on the coverage values of all three tables.

In order to present the abilities of the proposed tool to efficiently produce test cases it was also utilized on the Tcas program [17], a large (containing 173 lines of code) and also widely used in the literature program. The prototype required approximately 12 seconds to produce 16 branch adequate test cases. Although five program branches were left uncovered, a manual analysis showed that these were infeasible and thus the produced tests were branch adequate ones establishing the maximum possible coverage of 90%. It must be noted that the reported time is wall clock time that includes the tool’s initialization, program parsing, test production and test simulated execution.

Conclusively, the random generation of test cases achieved on average a 60% of coverage while the employed tool achieved 93% of coverage in a cost effective-fashion by spending in total less than 25 seconds for all program units. An additional 5% of coverage can also be achieved with a surplus of approximately 6.5 minutes in total.

VI. RELATED WORK

A significant number of automated test data generation approaches have appeared in the literature. From the earliest approaches a well referenced one is that by Coward and Ince [18] who described the implementation of the SYM-BOL tool. This tool had several limitations such as the handling of arrays, pointers, infeasible paths and constraint solving. The suggestion made by Coward and Ince [18] was then incorporated in the Volcano tool [8] a prior work, which formed the basis for the presently suggested one. Volcano introduced the SymExLan script language in order to simplify the symbolic execution process and also made easy the handling of various programming languages. Additionally, Volcano proposed a possible solution to the array and pointer aliasing problems through the use of a memory table.

Another related to the present attempt is the one due to Lapierre et al. [19], who suggested using mixed integer linear programming and execution trees in order to automatically produce test data. This attempt is one of the first approaches that used linear optimization as a decision mechanism for the testing purposes. The present work differs from the above mentioned one in the way it handles and selects the candidate paths. In the Lapierre et al. [19] approach all paths contained in the symbolic execution tree up to a certain depth are considered. This leads to the consideration of many irrelevant up to the target branch paths resulting in an excessive amount of effort involved for their evaluation. On the contrary, the present approach takes advantage of a user defined k path generation parameter, resulting in cost effective solutions.

Recently, various tools have also been proposed. The symbolic extension of Java Path Finder (JPF) [5] is a tool that performs symbolic execution on java programs based on a model checker. Although being powerful it performs symbolic evaluation in an exhaustive manner, facing thus path exposition problems. Another tool named Euclide [3]
has also been proposed for the verification of C programs. Euclide utilizes a constraint based approach in order to address the test data generation, the counter example generation and the partial program proving applications. Its application effectiveness relies on the incorporated constraint based solver rather than onto a path selection technique. PathCrawler [4] and Dart [20] and OSMOSE [21] are three path oriented tools utilizing actual and symbolic execution simultaneously. These tools select paths in an indirect way and usually consider all program paths, thus resulting in similar to the previously mentioned path explosion problems. Despite this, these approaches have the advantage of handling efficiently non linear and pointer constraints. Finally, OSMOSE has the advantage of working directly on machine executable code rather than on the program source code, handling effectively low-level program features [21].

VII. CONCLUSION

In this paper, an automated test data generation tool was proposed. The proposed tool utilizes an efficient path selection strategy integrated with random testing approaches in order to achieve a considerably high percentage of coverage within a limited amount of time. The innovative part of the proposed tool is its ability to produce effectively test cases by considering only a small part of the whole program path set. Additionally, as the proposed tool considers a different branch per turn it spends equal effort on all uncovered program branches at each iteration, avoiding being trapped on infeasible program test elements. The incremental in nature mechanism of the prototype guarantees that if the process stops at any stage, this should not result in favor of exercising some program points while not doing so with others. Thus, the process can be stopped at any point.

The undertaken experiments showed that a remarkable coverage achievement of 93% can be attained by employing only 50 program paths per branch. This issue signifies the ability of the proposed approach to produce feasible program paths. Such an effective heuristic could also be used in other software testing contexts in order to produce fast and in a large scale results. The prototype is quite flexible as it can be parameterized to achieve higher coverage in additional time. Thus, it is able to continue its process in order to attain higher levels of coverage as it was demonstrated on the selected sample of programs, which managed to achieve a 98% of branch testing.

Approaches similar to the present one could also be used in order to test software changes and thus perform regression testing. To achieve this efficiently, one could select k-shortest paths passing through some program changed points and produce the sought test data. Here, it should be mentioned that the employed approach could also reuse the path selection analysis of the unchanged program parts performed during the testing phase, resulting in additional time and effort savings at the regression testing process.

Future work is directed towards additional path heuristic approaches able to make the approach quite scalable, beyond the unit level. The integration of these heuristics with simple to detect infeasible path patterns as proposed in [22] is also under investigation. Finally, the extension of the present tool to include higher level testing criteria such as mutation testing [23] is also planned.
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